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A Design Method of Model Error Compensator for Systems with
Polytopic-type Uncertainty and Disturbances
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Abstract : Control systems achieve the desired performance with the model-based controller if the dynamical model of
the actual plant is given with flicient accuracy. However, if there exists &elience between the actual plant and its
model dynamics, the model-based controller does not work well and does not achieve the intended desired performance.
A model error compensator(MEC) is proposed for overcoming the model error in our previous study. Attaching the
compensator for the model error to the actual plant, the output trajectory of the actual plant is made close to that of its
model. Then, from the controller, the appareiffatience in the dynamics can be smaller, and performance degradation is
drastically reduced. MEC is useful for various control systems such as non-linear systems and the control systems with
delay, and so on. In this paper, we propose an original design method of the filter parameters in MEC for systems with
polytopic-type uncertainty and disturbances. First, we show an analysis method about the robust performance of MEC
for the system with the polytopic type uncertainty based on an LMI problem. The gain parameters in MEC is designed
using particle swarm optimization and the presented analysis method. flEeéveness of the design method for the
system with polytopic-type uncertainty and disturbance is evaluated using numerical examples.

Key Words : Model error compensator, Robust contril,, performance, Particle swarm optimization, Linear matrix
inequalities

1. Introduction MEC makes the output trajectory of the actual plant close to

Many control systems are designed by model-based controfthat of its nominal model. Then, from the controller, the appar-
First, we obtain a dynamical model of an actual plant by us-€nt diference in the dynamics can be smaller, and performance
ing system identification or physical modeling. Then, we de- degradation is reduced. As a result, it is expected that the sys-
sign a controller for the nominal model. Finally, we obtain the €M with MEC is more robust and can achieve better control
desired control performance by applying the controller to theperformance where the controller is assumed to be designed
actual plant. Control systems achieve the intended output rebY the existing design method. In other words, The systems
sponse with the model-based controller if the dynamical modeWith MEC can be together with various existing designed con-
of the actual plant is given with §icient accuracy. On the frollers. In the previous studies[2]-{4], application examples
other hand, the controller designed for the nominal model doegbout welfare vehicles with MEC are presented. MEC is ap-
not work if there are derences between actual plant dynamics Plied in the closed-loop system and is high accuracy compared
and its model dynamics, such as modeling error, aging, and s& the system without MEC.
on. In other words, the model-based control is weak against !t is well known that disturbance observer{5]-{7] is one of
modeling errors and disturbances. the useful methods to make a part of the system robustly, and

Robust control is a kind of control method that considers it is well used and fective. Its conceptual function is similar
modeling errors and disturbances. However, it iiclilt to 0 MEC. If the given plant is a minimum phase and proper, we
come down to a mathematical problem from a complex desigrfan make a disturbance observer with a modified inverse model,
problem. Besides, the design results of robust control often be@nd the error of estimated disturbances approaches zero by de-
come conservative performance because of robust control suchigning the filter appropriately. However, for the non-minimum
asH., control designs for a set of models. phase systems, the disturbance observer can not consist appro-

A model error compensator (MEC) is proposed for overcom- Priately because the inverse system of the plant is unstable. In
ing the model error in the previous study[1]. The conventional SUch a case, it is flicult to achieve good robust performance
robust control attaches robustness to the system by designingy using the disturbance observer. Moreover, it is alsh-di
a controller that works well for all models in a set of mod- Cult to make an inverse system for many kinds of non-linear
els. On the other hand, MEC attaches robustness by attactfystems. On the other hand, MEC can be applied for non-

ing a compensator for the model error to the actual plant. TheNinimum phase systems [8] and non-linear systems [9] without
a complicated extension of the system.
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ies[1],[8] for these systems are mostly based on additive un- P
certainty, multiplicative uncertainty, and so on. However, the - T T 1
appropriate representation of uncertainty ifedent for each r | Y I

» U Yy

\J

plant. Therefore, for the systems represented by various un-
certainty, for example, the polytopic type uncertainty in state- |
space representation treated in this paperfardint framework

to design MEC from previous studies is required. In addition,

the design methods proposed in previous studies are based on Fig. 1: Compansated system
frequency domain such asynthesis. However, when we eval-
uate the designed MEC in other evaluation indexes, such as the P

peak value of impulse response, the design method proposedin = -~~~ — —— — = — — — I

ing to the purpose. In this paper, the analysis method about the
robust performance of MEC based on LMIs, which is shown | o T

this paper is useful. u: = JHo ‘ Iy
Therefore, in this paper, we propose a design method of pa- = i -~ P L,

rameters using particle swarm optimization(PSO)[10], which is | _ : '
one of the meta-heuristics methods. It is one of the advantages Y ! '
of meta-heuristics that they can alter the evaluation function ! Pm D : '
flexibly. This means that we can design the MEC with an arbi- I : w :
trary evaluation index by setting the evaluation function accord- I : |
i .
|

in [11] is used as an evaluation function.
This paper is organized as follows: In chapter 2, the research Fig. 2: Basic structure of MEC

outline of MEC is described. In chapter 3, an analysis method

aboutH., performance of MEC based on LMIs, which is used by dashed line in Fig.2 close ®,, if appropriate diferential

as an evaluation function in PSO, is shown. In chapter 4, wecompensatob is given.

propose a design method combined with PSO and the analysis Also, The MEC is unique in that it can be used in con-

method. Finally, in chapter 5, weffer a numerical example of junction with conventional control systems. Fig.3 are some

the proposed method. In this paper, we assume that the actuapplication examples of MEC. Fig.3a shows feedback system

plant is a polytopic-type uncertain continuous LTI system.  with MEC, Fig.3b shows state feedback system with MEC, and
Note thatH,, norm of systenG is given by the following  Fig.3c shows MPC with MEC. Like Fig.3, we can design the
equation. controller by various existing design methods. MEC manages
_ the removal of the féects of modeling errors and disturbances,
IGllw = Sgg”max(G(J“’)) @) and the controller can be designed without considering them.
¢ This is dfective when we compose a complex system, design a
where,o(-) is maximum singular value. controller with MPC, and so on.

Now, we assume that the plaatis given as SISO and linear
2. Model error compensator time invariant system. The transfer function from inputo
In model-based control, we obtain the nominal model of anoutputy is given as following equation:
actual plant by system identification. Then, we design a con-
troller for the nominal model, which achieves the desired con- '(9) = 1+ P(9)D(s) (s )
trol performance. However, if there is a modeling error, it is 1+ P(s)D(9))

not able to achieve the desired control performance because \%here consider the case that there is no modeling error, that

is designed for the nominal model. A model error compen- is, P(S) = Pm(9) is hold. The dynamics oP'() is given as
sator(MEC) is proposed for overcoming the model eriftect following equation:

in previous studies[1],[8]. ME is attached to planP as

shown in Fig.1. By designing MEEI appropriately, the in- 1+ Pn(s)D(9) Pu(S)

fluence of modeling error and disturbance is reduced, and the 1+ Py(9D(9) ™

dynamics ofP’ is close to that of the nominal model. There- = Pm(9). (3)

fore, from the controller, the apparent dynamics are close to

the nominal model, and thus, the controller can achieve confrom Eq.3, it is clear that iP(s) = Pn(s) holds, diferential

trol performance as we designed. The controller is designedompensatob does not fect the system.

with various existing design methods. Hence the system which If there is modeling error betwed? and Py, it is desirable

is applied MEC is expected to achieve superior robustness anthat the dynamics of systeRi include diferential compensator

control performance. D is close to the nominal modé&,,,. The diference of the dy-
Fig.2 shows the basic structure of MEC, wh&ePy,, andD namics betweeR andPy, is given as following equation:

are the actual plant, nominal model, andfeliential compen-

P (9lp(g)=Pu(y =

1+ Pn(s)D(s)

sator, respectively. MEE! (represented by dashed dotted line P'(S) — Pm(s) = P(S) - Pm(S)
in Fig.2) includes nominal modé!, inside and feedbacks the " 1+ P(s)D(s)) "
output diference of the actual plaft and the nominal model 1 (P(9) - Pu(9)). (4)

Pm. Here, we can make the dynamicsRsfwhich represented ~ 1+ P(5)D(s)
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MEC N N N
ro. e T y A=> 4A.B=) 1B,C=> AC @)
—C i iT - P = i=1 i=1
|\ P, D | where, 1 is a time invariant parameter that belongs to the fol-
: ‘ i‘ | lowing sete:
e ]
) N
(a) FB system with MEC. si={le RN - A >0, Z A =1 (8)

i=0

— - P The degree of the plant of Eq.5ngs, andx(t) € R™, {(t) €
; -l R™, y(t) € R™, wy(t) € R™ andwy(t) € R™ are the state,
T—lP ‘ control input, plant output, disturbance input and observation
noise, respectively. In this paper, it is assumed that the plant is
controllable and observable about arbitrary .
7777777777 ‘ Also, dynamics of the nominal modé,, which uses for
(b) State feedback system with MEC. MEC is given as continuous-time linear time invariant system
by following equation:

W~ _
’,,l coi\ll‘ifo(ljlor : - : P y Xma) = Amxm(t) + Bmum(t) (9)
T ?T | Ym(®) = CrnXn(t) (10)
P, D |
Tm T+ m !
| ‘ j\‘ ] where, A, is a square matrix which represents dynamics of the

plant, alsoBr, andC,, are appropriate matrices which are given
depending on the number of the infauttput. X,(t) € R™,
Um(t) € R™ andyn(t) € R™ are the state of the nominal model,
Fig. 3: Various control systems with MEC. control input and nominal model output, respectively.

Now, we considenA = A — Ay, AB = B - By, andAC =
As shown in Eqg.4, we can reduce thé&fdience of the dynam- C - C,, that are the errors between the model and the actual
ics if differential compensatdD is set to high gain. On the plant.AA, AB, andAC are represented as follows using Egs.7:
other hand, we have to design gain appropriately if the plant is
MIMO, non-minimum phase, and so on. N N

Most of the previous studies[1],[8] proposed the design AA = Z/liAAi,AB= Z/liABi,

method of MEC based on frequency domain uncertainty, such i=1 i=1
as additive uncertainty, multiplicative uncertainty, and so on.
Another framework is required if we design MEC for the sys-
tems with various uncertainty.

(c) MPC controller with MEC.

AC = ZN:/liACi.

i=1

3. Analysis method about the robust performance of where AA = A — Ay, ABi = B — By andAC; = C; - Cp.
MEC When we consider that MEC is applied to the above pRnt
In this chapter, we explain the system representation of comand the nominal mode®y, the diferential compensatdb is
ponents of MEC and show the generalized plant to be analyzediven by following equation:
robust performance. Then, we describe an analysis method of
H. performance of MEC. This analysis method is used for PSO Xq(t) = Agxg(t) + Bg(y(t) — ym(t)) (11)

as an evaluation function in this paper. Va(t) = Caxa(t) + Da(y(t) = Ym(D)). (12)

3.1 System representation of MEC ) ]
In this paper, we assume continuous-time linear time invari-When we apply MEC to the plant, input to the nominal model

ant system. The equation of state, which represents dynamic'§ given asin(t) = u(t), and input to the actual plant is given as

of the plantP is given by following equation: a(t) = u(t) — yq(t), whereu(t) is the output of the controlleC,

andyq(t) is the compensation input.
X(t) = Ax(t) + BU(t) + Bywy(t 5
® 3 CX() D ®) + Bt (6) 3.2 Equation of state and evaluation output of the gener-
y(t) = CX(t) + Dww(t) (6) alized plant

wheret is the current timeA is a square matrix which repre- This section derives a generalized plant for the plant and the
sents dynamics of plant, al®) B,,, C, andD,, are appropriate  nominal model described in previous section. Fig.4 shows the
matrices which are given depending on the number of the in-generalized plant include MEC.

puvoutput. A, B, andC are assumed to have polytopic-type By defininge(t) = x(t) — xm(t), £(t) = [e(t)T, Xq(®)T, Xm(t)"1"
uncertains and these are given as follows using [4;] and as state and(t) = [wu(t)", wy(t)", ut)T]" as input, we obtain
endpoint matrice#y, B;, andC; with appropriate dimensions.  the following equations:
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Wy, Wy 3.3 Analysis aboutH,, performance using LMIs

This section describes the analysis method abhuperfor-
mance about systei@, obtained in the previous section. In

Uu + + p y + this section, we assume thaB = 0, AC = 0, orDgy = O is hold
i :ﬁ A &y about the systerfs, given by Eq.13. As described before, un-
der this assumption, the input and output of the sysBman
P D be represented by polytopic matrices, and we can easily analyze

+
Ym g the system.

-+ + First, for the endpoint matrice\( B, E;), analysis problem
aboutH,, performance is obtained as the following LMIs using
i 0:
P givenye >
m
AX+ XAl XET B
Fig. 4: Generalized plart, X>0, EiX -4l 0 |<0 (18)

B' 0 -

§(t) = A() + BYD (13) Where, let LMI constraints of Eqs.18 denote'#s< 0, and
| A-BD4C -BCy AA-BDyAC if we find X > 0 which satisfiesP; < 0 for all i, noteing that
A= B4C Aq BsAC (14) Ai > 0, the following inequality is hold:

0 0 Am

| By —BDy4Dw AB
0 ByDw 0
0 0 Bm

W
I

N
[Z mﬁ) <0 (19)
i=1

Fromzi“il Ai =1, Egs.17,18 and 19, following LMIs are hold:
where, the objective of MEC is making smaller the gap between

(15)

y andyp,, hence, we consider following evaluation output: AX+XAT XET B
N X >0, EX 21 0 |<o. (20)
8(t) = CX(t) — Cmxm(t) = E&(1) (16) BT 0o -l
whereE = [C,0,AC]. Note that evaluation outpug(t) is not If X andy.,, which satisfy Eq.20 are found, systeéBa holds
y(t) — ym(t) but excluded observation noise froit) — ym(t). the following inequality:
Besides, to analyze based on polytopic-type uncertain, we
define the following matrices: IGellco < Yeo- (21)

Therefore, by finding the minimum,, satisfying Eq.20, we

_ [ A-BD4Ci -BiCq AA — BDyAC can analyze systef@, aboutH., performance. In other words,
A= B4Ci Aq ByAC; the analysis problem abott,, is coming down to the problem
0 0 Am to find a minimumy., which satisfy Eq.20. This problem can

be solved easily with numerical calculations software such as
MATLAB.

| By —-BiDgDw AB;
Bi = 0 ByDw 0

0 0 B H. norm is equal td_, induced norm, so following equation
- _ is established:
E=[C 0 AG [, (i=1--.N)
B _ lleyll2
where, 1,1 element o includes bilinear term oB; andC;, [Gell = vejm:to IMl2 ° (22)
and 1,3 element oA includes bilinear term oB; and AG;. . . .
Therefore, it cannot be a matrix polytope, butB = 0, AC = In this way, we give the analysis method of MEC abblit

0 orDy = 0 is satisfied, then we can obtain following equation performance. _ _
which represents the dynamics of generalized plant as matrix In this paper, we described the analysis method about only

polytope using;, Bi, E; and € &: H. performance. However, also, LMI constraints-tf perfor-
mance, the peak value of impulse response, and pole placement
L . are described in [20]. Therefore, we can obtain these evalua-
A= Z AA, B = Z 4B, C = Z 4iGi. 17 tion indexes by setting these constraints and design MEC using

Il
i
||
iy
||
[

these indexes.

The output of systems often represents the state as it is, and

these systems satishC = 0. Also,Dg = 0, which means there 4. Design method of MEC using PSO

is no direct term in the dlierential compensator, is often used As we described in the previous chapter, if the parameters

in many previous control systems design theories. Thereforeof differential compensatd is given, we can analyze thé,,

to satisfy the assumption is nofficult. performance of generalized plar®és. Hence, we provide the
Also, the input-output system fron(t) to e,(t) is expressed parameters with meta-heuristics such as particle swarm opti-

asGe. The systentg is affected by not only disturbance input mization(PSO), and the results of the analysis are used for eval-

and observation noise but also input uation value in the proposed method. This chapter describes
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- random value again until the LMIs is solvabjé.is set to
start . . . . ;
F thei-th particle position ang is set top® that best evalu-

ation value is achieved from whole particles.
@ initialize

2 |

¥

@ H o Performance @ Update @ Evaluate each particle using an gnalysis mgthod aHout
analysis parameters performance of MEC described in the previous chapter. If
v A the LMIs have no solution, it means that the generalized
i plant is unstable, therefore the evaluation value of the par-
Update  and P k=k+1 ticle sets to a large value as a penalty.

A

@ Determine completion: If update couktdoes not reach
maximum update courknax, dok = k+ 1 then proceed
to parameters update. If update cokiméaches maximum
update counknax, Outputg as the optimal parameters of
differential compensatad, then end the search.

Fig. 5: Flowchart of MEC design using PSO

the design method of MEC combining PSO with the analysis
method about thél,, performance of MEC.
PSO is a multi-point search algorithm that simulates search ® Update position and velocity parameters with the follow-
behavior such as fishes and birds. It is well known that PSO is ing equation:
useful for control system design. PSO has the following fea-
tures: the concept is easy to understand, few parameters to set

by the user, and suitable for searching real number variable, 2l (k+ 1) = 24(K) + 2} (k) (23)
which has continuous value. i [ i
zy(k+ 1) = pzy(K) + rica(p' — 23 (K
Also, meta-heuristics can be changed the evaluation function ! )= 2+ el i 1)
flexibly. That is, meta-heuristics can evaluate various indexes; * 12iC2(g — 24(K)) (24)

thus, we can design according to the purpose.
Fig.5 shows the flowchart of a procedure to obtain parame-

ters of the diferential compensatdp. Where the evaluation where,p is a weighting factor for velocity vector before
value is set toy., obtained by the analysis method described ~ the update.c; andc, are weighting factor for each term.
in the previous section, which id,, performance. Note that ryi andrp; are random numbers from O to 1 and it is gen-

as described before, we can set the evaluation value as not €rated for each particle and update count.
only H.,, norm but alsoH, norm, the peak value of impulse
response, and so on. The position and velocity-tf parti-

— 1 — |
;l:d(lz\i/ (K) 1= (zi(lf)r,? '(.j?r;i/c:]t(i;j),bgggg(gctivéé?(l:/)\}heréxg(;)ll Itis not so dificult to qbtain the initializ'ed values (M when
number of parameters to be designetis the number of par- the number of the design parameters .IS'I"IOt so large. To de-
ticles, andk is the update count. The position means a set of¢'€ase the number of the parameters, it is useful to design the
the design parameters in theffdrential compensatd, and dlﬂf_erentlal compensat® as acontroll_able_ canonical form de-
we obtain the evaluation value by analyzing MEC using the pa-Scribed later in Sect 5.1. Also, thefiigirential compensatdp
rameters. The best solution found by whole particles, which is¢&n be designed as a PID compensator, and like these, we can
the position that best evaluation value is achieved, is denote§€crease the number of parameters to design. In the process of
by g = (1,92, -~ Gn). Also, the best solution found biyth PSO, sometimes a part of solutions becomes infeasible when

particle, which means the position that best evaluation value igh€ Positionz;(K) is updated. At that time, the evaluation value

obtained byi-th particle is denoted by' = (pi, pl,---, p). of the infeasible solution is set to a very large value as a penalty.
The maximum update count is setlagy. Detai}s ozf each ;tep Therefore, infeasible solutions do ndfect other candidates of
are described below. solutions.
@ This process initializes variables: Set update cdutd 5. Simulation
0. Also set the positior,(0) = (Z,(0),--- ,Z,(0)) and This chapter shows a numerical example of the design of

velocity z(0) = (Z,(0), - - - , Z,,(0)) of i-th particle to ran- ~ MEC for the MIMO plant.

dom value. Then, we solve LMIs given by Eq.20 and ob-

tain a evaluation value. Sometimes the evaluation value>-1 ~Conditions

can not obtain because the LMIs has no solution depend- The dynamics of actual plant represented by Egs.5 and 6 is
ing on the initialized value. In that case, standz!, to given by following matrices ahl = 4:
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[0 -1 1 -04 -1 1 0 1 0
A= 0 -16 2 |A,=| 0 -24 2 Ag=| —-687604 -231440 542153 (26)
|0 1 -48 0 1 -52 | 950305 -140648 -884541
[ -02 -12 1 [ -02 -08 1 [ O 0
As=| O -2 22 |A4=| O -2 18 By=| 1 -527336 (27)
0.2 1 -5 | -02 1 -5 | O 1
1 0 1 0] C.— 23754 -726159 436741 (28)
Bi=| -1 1|B=| -1 1 d= | —677148 758591 -454858
[ 26 5 14 5] o _| 353644 -34239 (29)
12 0 08 O d= | -186822 749695
B;=| -08 1 |Bs=| -12 1 _ )
2 5 2 5 where, apply the abovef@iérential compensatd® to plant and
analyze the generalized pla®dg. Then we obtairy., = 0.0167,
1050 following formula holds:
Ci1=Cy;=C3=C4 = 11 1 therefore following formula holds:
IGelle < 0.0167. (30)
- _O(')ll 001 o _| o001 o )
B 0'2 0'5 Y71 o o001} Note that the design result may have large negative poles or

be high gain. However, there is no problem for practical usage.
If these have to be small due to some constraints, we can impose
these easily, and this is one of the advantages of using the meta-

The nominal model matrice,, By, andC, are given as - T )
heuristics design method.

follows:

5.3 \Verify the design results

-02 -1 1 1 0 We compose MEC shown in Fig.2 usingfdrential com-
An = 0 -2 2 (Bn=|-11 } pensatorD designed in the previous section to verify the ef-
0 1 -5 2 5 fectiveness of the design method. The actual plants are given
1 05 0 randomly by selecting multiple points in the polytope, and sim-
Cm= [ 1 1 1 ] ulations are performed for these plants.

The control input is given as @ fromt = 0 to 20. Distur-
bance input and observation noise are given as random noise,

where, the nominal model is the center of endpoint matrices ofVhich inputs fromt = 0 to 20 and follows the normal distribu-
the plant, that mean = 0.25 (= 1,--- ,4). tion with average set to 0 and standard deviation set to 1. Fig.6

Also, differential compensatdD is designed with the con- shows the response of the systems with MEC, each plant only,

trollable canonical form like the following matrices: and ideal. As shown in Fig.6, for the plants in the polytope, de-
signed MEC reduces the influence of the random noise. Also,

Fig.7 shows the evaluation outputs of the plant in the polytope

0O 1 0 0 0 with the noise. As shown in Fig.7, designed MEC improves
Ai=| za zo za } Bi=| 1 zg } the evaluation output compared to the system without MEC.
Zu Zs g 0 1 (25) The ratio ofL, norm from the random noise to the evaluation
Cy= [ 28 Zvo  Zxo ] _ [ Zas  Zas ] outputlls obtained afe,|l/|Ivil = 0.0070 and it satisfies the
Zai Zaz Zas Zas Zaz analysis result Eq.30.

In addition, the control inputl is given as @ fromt = 0
to 20. Disturbance input and observation noise are given2as 0
By designing with a controllable canonical form, the number of fromt = 10 to 20. Fig.8 shows the response of the systems with
variables to design decreases, therefore the number of dimemMEC, each plant only, and ideal. From Fig.8, for the plants in
sions to search decreases, afiitient search is expected. the polytope, designed MEC reduces the influence of the step
Maximum update courkmax Sets to 100 and the number of type disturbance. Also, Fig.9 shows the evaluation outputs of a
particles set to 50. The weighting facigrc; andc, setto 08, 1 plant in the polytope to the step type disturbance and designed
and 1, respectively. MEC improves the evaluation output. The ratio lof norm
The initial values of the position and the velocity are ran- of evaluation output to the step type disturbance is obtained as
domly selected in the ranges we set. These are set tdlgl»/|Ivil; = 0.0049 and this satisfies the analysis result Eq.30.
[-1000Q 10000] and £10, 10], respectively. Considering that It is shown that MEC designed by the proposed method
MEC reduces the influences of disturbances and modeling erworks well and reduces the influence of the disturbances and
rors by high gain feedback, the range of initial value of the po- modeling errors.
sition is set to large compared with the velocity.
6. Conclusions
In this paper, we proposed a design method of MEC com-
bining particle swarm optimization with an analysis method
aboutH,, performance of MEC. First, a system representation

5.2 Design results of MEC

The following is the design results offtérential compen-
satorD for the plant described in the previous section:
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Systems w/ MEC
— == Ideal

Systems w/o MEC
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o 5 10 15 2 2 % % 4
time [s]
Evaluation outputs to random disturbance.

Systems w/ MEC

=— == ldeal

Systems w/o MEC
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T = =
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0 5 10 15 25 30 35 40

20
time [s]

Fig. 8: Response to step type disturbance.

— MEC
— - —- without MEC|

>

o 5 10 15w 2 @ % 4
time [s]
Fig. 9: Evaluation outputs to step type disturbance.

of components of MEC is given, and generalized plaBgss
derived. Then, we described the analysis method ablut
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waveform to the random and step disturbances. It shows that
designed MEC can reduce the influence of them. Also, we con-
firmed that the system with MEC satisfies the analysis result.
Future work will apply the proposed method to the non-
minimum phase system and unstable system. In previous stud-

ies,

it is suggested that the compensation structure of MEC,

which uses a parallel feed-forward compensator for the non-
minimum phase system. For unstable systems, we can design
MEC by designing a controller, which makes the plant stable in
advance. Thus, it is expected that the proposed method in this
paper is applied to the non-minimum phase system and unstable
system by deriving the generalized plant, including a parallel
feed-forward compensator and the MEC, respectively.

(1]

(2]

(3]

(4]

(3]

(6]

(7]

(8]

(9]

(10]

performance of generalized plants based on LMIs. The analy-

sis method with LMIs is used as an evaluation scheme in thdt1]

proposed method. By altering the evaluation function, we can
also design MEC according to the purpose. For example, anal-

ysis conditions oH, performance, the peak value of impulse
response, and pole placement are derived as LMIs[20]; thug12]

we can set the evaluation function to the evaluation index. Fi-

nally, a MEC design example is shown in numerical simulation.
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