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Dynamic Quantizer Design under Communication Rate
Constraints

Hiroshi Okajima , Kenji Sawada and Nobutomo Matsunaga

Abstract—Feedback type dynamic quantizers such as delta-sigma
modulators are typically effective for encoding high-resolution data into
lower resolution data. The dynamic quantizers include a filter and a static
quantizer. When it is required to control under a communication rate
constraint, the data rate of the quantizer output should be minimized
appropriately by quantization. This technical note provides numerical
methods for the complete design of a type of dynamic quantizers,
including the selection of all the quantizer parameters in order to
minimize a specific performance index and satisfy a communication
constraint. The design method of the dynamic quantizer is proposed
using a particle swarm optimization (PSO) method. A part of the initial
quantizers in PSO are designed based on an invariant set analysis and
an iteration algorithm. Effectiveness of the system with the proposed
quantizer is assessed through numerical examples.

Index Terms—Quantizer Design, Communication Rate Constraint,
Networked Control Systems.

I. I NTRODUCTION

The analysis and synthesis of the networked control systems
(NCS) have recently attracted significant attention [1]-[3]. Because
the data rate is limited in communication channels, overcoming
performance degradation is a crucial topic in NCS. To use the
communication channel, the control signals should be compressed
using quantizer because of the limited communication rate [4]-[8].
There exist performance degradations caused by the quantization
because plants are controlled by compressed (quantized) signals.
Therefore, the type of quantization used to achieve good performance
in NCS needs to be considered carefully. Feedback type dynamic
quantizers have proven effectiveness for overcoming performance
degradation [9]-[15]. Consisting of a filter and a static quantizer,
they utilize previous quantization error information to generate quan-
tizer output. Such quantization methods are widely used in signal
processing [9], [10] such as in AD/DA converters, data compressor
for music audio signals, and switched-mode power supplies. In
recent years, feedback type dynamic quantization methods have
been exploited to a large extent in control engineering [11]-[15].
Performance degradation decreases if an appropriate filter is chosen
in the dynamic quantizer. A dynamic quantizer designed based on
ℓ∞ optimization has been proposed for stable minimum-phase plants
[11]. This quantizer was expressed analytically as a function of plant
parameters. Its static quantizer component was assumed to be given
and the quantization interval was fixed. Moreover, feedback control
[12], the non minimum-phase plants [13] and non-linear systems [14]
have minimized performance degradation by quantization with high
efficiency.

When we want to use the dynamic quantizers under communication
rate constraint, the output level number in dynamic quantizers should
be explicit. However, this number has not been analyzed explicitly
in the past. If the channel data rate is given asM bits per sampling,
this number must be smaller than or equal to2M . The quantization
interval in the static quantizer component is closely linked to this
number. Therefore, filter and static quantizer components both need
to be accounted for in dynamic quantizer design.
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This study aims to design a quantizer that satisfies communication
rate constraints. First, assuming that the filter parameters are given
and an analysis method is proposed for the design of an optimal
quantization interval that satisfies communication rate constraints in
Section III. The design of the quantization interval is reduced to
the ℓ1 optimization problem. Then, the control performance can be
analyzed explicitly for a given filter parameters.

In Section IV, a design method is formulated as a numerical
optimization problem for filter and quantization interval design using
a particle swarm optimization (PSO) algorithm with the evaluation
function of Section III. Initial quantizers and its velocity terms in the
PSO algorithm are designed using the design method in [16], which is
composed of an invariant set analysis and an iteration algorithm. The
effectiveness of the method is assessed through numerical examples
in Section V.

Note that this technical note is based on our preliminary version
[23], published in the conference proceedings. This technical note
uses an iterative algorithm to give the appropriate initial quantizers
in the PSO algorithm, contains full explanations and adds numerical
simulation.

In the remainder of the manuscript, a set ofn ×m real matrices
is denoted asRn×m. R+ is the set of positive real numbers
and I is the identity matrix. For a matrixH, HT and ρ(H)
correspond its transpose and spectral radius, respectively. For a
vectorX = {x1, x2, · · · , xk, · · · }, ∥X∥ represents the infinity norm.
Consequently,∥X∥ = supk ∥xk∥ holds.

II. PROBLEM FORMULATION

A. Control systems with a communication channel

A single input single output (SISO) discrete-time plantP is defined
as

P :

{
xp(k + 1) = Apxp(k) +Bpup(k),

yp(k) = Cpxp(k),
(1)

wherexp ∈ Rnp×1 is the state,up ∈ R is the control input,yp ∈
R is the control output.Ap ∈ Rnp×np , Bp ∈ Rnp×1 andCp ∈
R1×np are constant matrices, andxp(0) is the initial state. PlantP
is assumed stable.

Fig. 1 shows the structure of a control system equipped with a
communication channel, in whichu is an outer signal andy is
the plant output of (1), respectively. Signalu may be regarded as
an operating signal or command, such as a telesurgery operation.
The quantizerQ transforms the high-resolution outer signalu into a
lower resolution signalv and ENC encodes this rounded signal. The
encoded signal passes through the communication channel before
undergoing decoding in DEC. No delay or loss in precision is
assumed to occur. Therefore,up = v is the control input forP
in this system.

The number of quantization levelsN depends on the communi-
cation rate of the channel. WhenM [bits] of data are transmitted
through the channel over a sampling period,N should satisfy the
following inequality.

N ≤ 2M (2)

Although,N is assumed to be even in this study, the same discussion
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Fig. 1. Feedforward control system with quantizerQ
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also applies to oddN values. In particular, odd number is more
suitable for the case thatv should become zero whenu equals zero.

The outer signalu is constrained by upper and lower boundaries,
giving the signal rangeU = [umin, umax]. Hence, the outer signalu
is assumed to satisfy the following relation.

u(k) ∈ U, ∀k (3)

B. Dynamic quantizer form

The feedback-type dynamic quantizerQ is defined as:

Q :

{
ξ(k + 1) = Aξ(k)− Bu(k) + Bv(k),
v(k) = Qst [Cξ(k) + u(k)] ,

(4)

whereQst is the mid-riser type uniform static quantizer with sat-
uration for an even permissible number of quantization levelsN .
Fig. 2 shows an example ofQst (Solid line,N = 4). A ∈ Rnq×nq ,
B ∈ Rnq×1 andC ∈ R1×nq are constant matrices. The initial state
is given asξ(0) = 0. The quantizer outputv(k) is obtained by static
quantization ofCξ + u. Qst is defined using a quantization interval
d ∈ R+ and a center pointc ∈ R. Its level interval is the same for
input and output axes (Fig. 2).

C. Design problem of dynamic quantizer based on error system

Fig. 3 shows a quantizer performance evaluation system based on
an error signal. The desired outputyr(k) is an output ofP usingu(k)
as the input signal. Signalv(k), which is quantized byQ, is applied
to P in the control system involving the communication channel,
resulting in outputy(k), which differs fromyr(k). The error signal
e(k) = y(k) − yr(k) needs to be minimized using the appropriate
parameter set{A,B, C, d} so thaty approximateyr. The quantizer
is designed based on the following performance indexE(Q) defined
as

E(Q) = sup
u(k)∈U

∥Y − Yr∥, (5)

whereY = {y(1), y(2), · · · } andYr = {yr(1), yr(2), · · · } are the
output time series. BecauseE(Q) produces the maximum value for
e(k), y expected to be similar toyr if E(Q) is small. In existing
dynamic quantizer designs [11]-[14],E(Q) is used as a performance
index for these quantizers.
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Fig. 3. Error system for quantizer performance evaluation

III. QUANTIZER ANALYSIS

A. Minimum quantization interval for given dynamic quantizers

In this section, assuming that{A, B, C} are known, an analytical
method is developed for communication rate constraints along with
a derivation of the minimum quantization interval.

The relationship between the number of quantization levels and
the quantization interval is evaluated first. The quantization error of
Qst(u) is written as

ϵ = Qst(u)− u. (6)

Then the following inequality holds foru(k) which satisfiesu(k) ∈
[c−Nd/2, c+Nd/2].

|ϵ(k)| ≤ d

2
(7)

On the other hand, whenu(k) is out of range (Fig. 2, gray area),
|ϵ(k)| > d/2 holds by the saturation of the quantizer. Therefore,
c and d need tuning to satisfy (7) for allu(k) ∈ U . For dynamic
quantizers, the input signal forQst is written asū = u+Cξ to avoid
confusion. The inequality for the range constraint on a the given
communication rate in the network channel is defined as

Nd ≥ ūmax − ūmin, (8)

and the range of̄u(k) is expressed as̄U . Because the signalu(k)
always takes any value inU , Ū can be characterized usingU and a
range ofϕ = Cξ. The rangeUϕ is denoted asUϕ = [ϕmin, ϕmax].
The relationship between̄U and the range ofϕ is summarized as

Ū = [umin + ϕmin, umax + ϕmax]. (9)

Therefore,Uϕ depends on the given filter parameters{A, B, C}.
If we can find the range of̄u, d can be decided usingNd ≥ ūmax−

ūmin. We denote a set[ϕoptmin, ϕ
opt
max] which minimizesϕmax − ϕmin.

Then, it is equivalent to find the set[ϕoptmin, ϕ
opt
max] and to finddopt

using
Ndopt = ūmax − ūmin. (10)

Therefore, a solution leading to[ϕoptmin, ϕ
opt
max] is proposed.

We define a signalw(k) as follow.

w(k) :=
2

d
(Qst[Cξ(k) + u(k)]− Cξ(k)− u(k)) (11)

The definition ofQst indicates that∥w∥ ≤ 1. Using (11), the state
equation ofϕ is written as follows:

ξ(k + 1) = (A+ BC)ξ(k) + d

2
Bw(k), (12)

ϕ(k) = Cξ(k), ||w|| ≤ 1. (13)

Moreover, using the coordinate transformationξ = (d/2)ξ̃, the state
equation becomes

ξ̃(k + 1) = (A+ BC)ξ̃(k) + Bw(k), (14)

ψ̃(k) = Cξ̃(k), ||w|| ≤ 1, (15)

whereψ̃ := 2ϕ/d. Note that (14) and (15) are independent ofd. To
find Uψ̃ := [ψ̃min, ψ̃max] is equivalent to findUϕ. For convenience,
ψ̃max is denoted asψ. Then, we obtainψ̃min = −ψ because of the
solution symmetry. The problem to findUψ̃ is written as follow:

Problem 1: Considering (14), (15) and̃ξ(0) = 0, findψ value that
satisfies the inequality condition

−ψ ≤ Cξ̃(k) ≤ ψ, ∀ξ̃(k) ∈ Ξ, (16)

whereΞ is the reachable set of̃ξ for w.
Moreover, by using the optimal solution of minimization problem of
ψ under the condition given inProblem1, the minimum quantization
interval dopt is obtained by the following theorem:
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Theorem 1:Using optimal solutionψopt, the minimum quantiza-
tion intervaldopt andcopt are expressed as

dopt =
umax − umin

N − ψopt
, copt =

umax + umin

2
. (17)

If N−ψopt ≤ 0, nod satisfies the condition regarding the permissible
number of quantization levels.

Theorem 1 provides a relationship betweendopt andψopt which
is derived from (10).ψopt, which characterizes the signal ampli-
tude caused by dynamic quantization, is obtained using matrices
{A, B, C}. If ψopt is small,dopt is also set small. On the contrary,
a large dopt is chosen whenψopt is large. In particular, when
N − ψopt ≤ 0, {A, B, C} should be redesigned to satisfy the
communication rate constraint. The amplitude ofψopt is regarded
as an index of the usability of the dynamic quantizer for signal
communication, providing valuable information for the construction
of the networked control system.

B. Estimation of smallψopt

It is required to solveψopt to satisfy the communication rate
constraint. Our previous studies focus on the fact that the reachable
set is covered by the invariant set from outside [17] to estimateψ.
If the invariant set clipped byCξ̃ and−Cξ̃ is minimized, the real
value ofψ is minimized indirectly. The detailed derivation sequence
is shown in Appendix A. In case of Appendix A, we obtain the upper
bound ofψ which leads to estimateUψ̃ from outside. The estimated
value ofψopt is conservative in our previous researches.

In contrast, the maximum valueψ corresponds to theℓ1-norm
of the impulse response of the linear time invariant system in (14)
and (15). The value ofψopt can be estimated from outside by the
following sequence.

At first, a positive integer valueL is selected and calculate the
following term aboutψopt,L.

ψopt,L =

L∑
i=0

∣∣∣C(A+ BC)iB
∣∣∣ (18)

Secondly, the valueψ∗,L is derived by using a controllability pair
(A+BC, (A+BC)L+1B) with LMI problem in Appendix A. Then,
the following inequality holds for any givenL.

ψopt,L < ψopt ≤ ψopt,L + ψ∗,L (19)

When a large valueL is selected,ψ∗,L is close to zero. The value
ψopt,L+ψ∗,L can be used as an estimated value ofψopt that satisfies
the communication rate constraint.

By using the result in [11] and above result, the evaluation value
(5) can be given by the following remark.

Remark 1:The filter parametersA,B and C are given. The fol-
lowing equation holds withL→ ∞.

E(Q) =

(
∞∑
i=0

∣∣∣C̄ĀiB̄∣∣∣) dopt,L

2
(20)

dopt,L =
umax − umin

N − (ψopt,L + ψ∗,L)
(21)

MatricesĀ, B̄, C̄ are given as follow:

Ā =

[
Ap BpC
0 A+ BC

]
, B̄ =

[
Bp
B

]
, C̄ =

[
Cp 0

]
Therefore, in case the filter parametersA,B and C are known, the
quantization interval in Theorem 1 is optimized by solving anℓ1
optimization problem. This remark is one of the contribution of this
technical note.

IV. D ESIGN OFDYNAMIC QUANTIZER UNDER COMMUNICATION

RATE CONSTRAINT

In this section, dynamic quantizers are designed using two-step
design method. Iterative design method based on an invariant set
analysis [22], [16] and the particle swarm optimization method (PSO)
[18] are used together to obtain quantizer which minimize (20).
The PSO is a kind of the optimization method based on the swarm
behavior. It requires many particles which represent the candidate of
the quantizer parameters. We denote design parameter positions in the
PSO aspi = {Ai,Bi, Ci} and parameter velocities, which are used
in the PSO algorithm, as∆pi = {∆Ai,∆Bi,∆Ci}, respectively.
The number of particles in the PSO algorithm is determined asm.
In standard PSO design, initial particles and velocities are given
randomly. In contrast, the quantizer parameters and its velocities
would be designed using iterative design method at first step in the
proposed design method. The obtained quantizers by the iterative
method are used as a part of the initial quantizers in the PSO
algorithm. It is expected that the dynamic quantizers, which achieve
good performance, are obtained by the two-step design method.

A. An iterative algorithm of dynamic quantizer design based on
invariant set analysis

As the first step of the design algorithm, iterative method using an
invariant set analysis [17] is presented in this section.Problems 3and
4 in appendices provide inequality conditions related to performance
index and communication rate constraint, respectively.

By combining Problems 3 and 4, the design problem using
inequality conditions is addressed as follows.

Problem 2: Find the followingΓ∗.

Γ∗ = min
A,B,C,Zp>0,Zd>0,α,β,γ2,ψ2

Γ(γ, ψ) (22)

Γ(γ, ψ) := γ
umax − umin

2(N − ψ)
(23)

subject to[
Zd CT
C ψ2

]
≥ 0,

[
Zp C̄T

C̄ γ2

]
≥ 0, (1− β)Zd 0 (A+ BC)TZd

0 βI BTZd
Zd(A+ BC) ZdB Zd

 ≥ 0,

 (1− α)Zp 0 ĀTZp
0 αI B̄TZp
ZpĀ ZpB̄ Zp

 ≥ 0

α ∈
[
0, 1− ρ(Ā)2

]
, β ∈

[
0, 1− ρ(A+ BC)2

]
Γ is minimized using the inequality constraints ofProblems 3and4.
If a set{A, B, C} are obtained by solvingProblem2, E(Q) ≤ Γ∗

holds. Therefore, the obtained quantizer is expected to exhibit good
control performance under communication rate constraints if we can
obtain smallΓ.

The multiple variables in inequality conditions and the nonlinear
evaluation function (23) makeProblem 2difficult to solve numer-
ically. A design algorithm usingProblems 2, 3and 4 has been
developed to obtain appropriate numerical solutions [16].

In Problem 2, what is now needed is to find variables{γ, ψ, α, β}
and matrix variables{Zp, Zd, A, B, C}. This leads to solve a
non-convex problem in the sense that the constraints are bilinear
matrix inequalities of{Zp, Zd, A, B, C} and evaluation functionΓ
is a nonlinear function of{γ, ψ}. Note the fact that{Zp, Zd} or
{α, β, A, B, C} are fixed, the constraints becomes convex. Then, if
Γ can be substituted by another linear functionJ , Problem 2can be
solved by an iteration design algorithm which successively minimizes
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J over variables while fixing the other variables in terms of the LMI
optimization. Of course, the selection of the substituted functionJ
is important. Consider the following substituted function form

J = aγ2 + bψ2 + g, (24)

wherea, b andg are coefficients.J is a linear function of{γ2, ψ2}
and useful for solving the standard inner point method because
{γ2, ψ2} appear linearly in the constraints. This paper selects
coefficient valuesa and b appropriately and then reducesJ to a
substituted function ofΓ. The key idea is introduced by the iteration
design algorithm proposed in [16]. In [16], appropriate{a, b, g} are
provided such thatΓ(γ, ψ) = J(γ, ψ) holds in the neighborhood of
a certain set of{γ, ψ}. In this paper, onlya andb are given because
g does not affect the optimization problems. Denote{γ, ψ} obtained
from the k-th step of the iteration design algorithm by{γk, ψk}.
Consider the linear approximation ofJ(γ, ψ) and Γ(γ, ψ) in the
neighborhood of{γk, ψk}. The former is given by

J̃ = 2aγk(γ − γk) + 2bψk(ψ − ψk) + J(γk, ψk), (25)

and the latter is given by

Γ̃ =
umax − umin

2(N − ψk)
(γ − γk) + γk

umax − umin

2(N − ψk)2
(ψ − ψk)

+Γ(γk, ψk). (26)

A comparison between (25) and (26) gives coefficientsa andb as
follows:

a =
umax − umin

4γk(N − ψk)
, b = γk

umax − umin

4ψk(N − ψk)2
. (27)

Therefore, for thek-step of the iteration design algorithm, (27)
providesΓ(γk, ψk) = J(γk, ψk). In other words, by updatinga and
b of J(γ, ψ) based on (27),J(γ, ψ) is applicable to the substituted
function of Γ(γ, ψ). Next, we consider the update steps of the
iteration design algorithm. In the algorithm,{Zp, Zd} are fixed to
obtain appropriate{A, B, C, d} in Problem 2. On the other hand,
{Zp, Zd} can be updated byProblems4 and 3, respectively.

It is expected to obtain smallΓ and good quantizer parameters
by iteration design algorithm. Then, the extended design algorithm
based on [16] is expressed as follows.
Iteration design algorithm

• Step1-0: Initial quantizer parametersA0,B0 and C0 are given
andd0 is obtained by solvingProblem3. Moreover,Zp,0, Zd,0,
γ0 andψ0 are determined throughProblems4 and 3.

• Step1-1: For fixedZd,k andZp,k, Ak+1, Bk+1 and Ck+1 are
obtained by solvingProblem 2. The coefficientsa and b of
function J are defined in (27).

• Step1-2: For fixedAk+1,Bk+1 andCk+1, Zp,k+1 andZd,k+1

are obtained by solvingProblems4 and 3, respectively.γ and
ψ of the solution are set asγk+1 andψk+1, respectively.

• Step1-3: Γk+1 and Γk are compared. If a ratioΓk/Γk+1

exceeds1+∆, ∆ > 0, this algorithm is repeated from Step1-1.
Otherwise, the process ends andAk+1,Bk+1 andCk+1 describe
the obtained dynamic quantizer.

• Step1-4: Obtain ψ∗,L + ψopt,L by calculating with
Ak+1,Bk+1, Ck+1. Then, the quantization intervaldopt,L,
which satisfy the communication rate constraint, is derived
using ψ∗,L + ψopt,L. Parameter velocity∆p is given by
∆p = {Ak+1 −Ak, Bk+1 − Bk, Ck+1 − Ck}.

The initial quantizer parameters are chosen to satisfy stability
condition of the dynamic quantizer [11]. For example, using the

existing results such as [11] is one method to give an initial quantizer
for the iteration design algorithm. Then,d0 is obtained by solving
Problem 3 with these parameters. This design algorithm performs
adequately whenProblem3 is solvable for the initial quantizer.

When N − ψ0 < 0 that is, Problem 3 is unsolvable for the
initial quantizer{A0, B0, C0}, this initial quantizer is modified. For
example,{A0 + (h − 1)/hB0C0, B0, C0/h} whereh > N/ψ0 is
a dynamic quantizer. For appropriateh, inequality N − ψ′

0 > 0
becauseψ′

0 = ψ0/h. Therefore, the initial quantizer{A0 + (h −
1)/hB0C0, B0, C0/h} is solvable.

In Step1-1,Ak+1, Bk+1 andCk+1 are updated and the resulting
J value is smaller than that obtained forAk, Bk, Ck. Therefore,Γ is
also expected to be small in this case. When the quantizer parameters
Ak+1, Bk+1, Ck+1 are fixed in Step1-2,Problems 3and4 are regarded
as LMI optimization problems.γ andψ are minimized by solving
Problem 3and4, respectively.Γ does not increase in Step1-2 because
Γ is a monotonically increasing function forγ andψ.

In Step1-3, the performance of the designed quantizers is com-
pared. This assessment is conducted using a parameter∆, 0 < ∆ ≪
1. The number of updates increases with decreasing∆ values.

This design algorithm is an iterative process that is expected
to generate a quantizer{A, B, C}, satisfying communication rate
constraints and exhibiting good performance. At least the obtained
quantizer by this iterative algorithm is better than that in [16] because
dopt,L(< d∗) is used in the proposed quantizer.

Not only p but also∆p is obtained by using the proposed iterative
design algorithm.

B. Design of dynamic quantizer using particle swarm optimization

In this section, a concrete design procedure to determine the design
parametersp, which minimize (20), is presented. As a part of initial
candidate solution, the iterative design algorithm in section IV-A is
used.

At first, we describe the conventional particle swarm optimization
algorithm which is a kind of the optimization method based on the
swarm behavior [18], [19]. The following minimization problem is
considered in this section.

min
p∈Rn

E(p) (28)

subject toψopt,L(p) < N (29)

where,E : Rn → R is the objective function andp = {A,B, C} is
the design variable vector.ψopt,L(p) < N denote the communication
rate constraint.ψopt,L(p) can be calculated by (18). The optimal
solution popt for (28), (29) is required to obtain from an optimiza-
tion algorithm. Patricle swarm optimization (PSO) is a computation
method for optimizing a problem by iteratively trying to improve a
solution. Multiple particlesp1, · · · , pm are used in the PSO algorithm
wherem denotes the number of particles. To solve (28) by the PSO
algorithm, the following objective functionEf (p) is assumed to be
given.

Ef =

{
E(p) (ψopt,L(p) < N)
Epen + E(p) (otherwise)

(30)

The penaltyEpen is the larger positive value compared to a value
of E(x) which is an acceptable solution. The position and the
velocity of i-th particle are denoted aspi = {Ai,Bi, Ci} and
∆pi = {∆Ai,∆Bi,∆Ci} , respectively.pi is updated based on the
following update laws.

pt+1
i = pti +∆pt+1

i (31)

∆pt+1
i = ω0∆p

t
i + ω1rand

t
1,i(p

t
pbest,i − pti) (32)

+ω2rand
t
2,i(p

t
gbest − pti)
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t denote the iteration number and its initial value ist = 0. ω0, ω1

and ω2 are the weighting coefficients which are given as positive
values by the designer. The random numbersrandt1,i and randt2,i
are selected in the range[0, 1]. In (32), ptpbest,i means the personal
best solution which is determined by the following statements.

ptpbest,i := arg min
x∈{pji |j=1,2...,t}

Ef (p) (33)

ptgbest means the global best solution which is determined by the
following statements.

ptgbest := arg min
x∈{pt

pbest,i
|i=1,2...,n}

Ef (p) (34)

The PSO algorithm for the dynamic quantizer design is given as
following steps:
PSO algorithm

• Step2-1: Sett = 0. Fori = 1, · · · ,mr, initial quantizer positions
p0i and its velocities∆p0i are selected by using iterative design
algorithm in Section IV-A. Fori = mr + 1, · · · ,m, initial
positionp0i and velocity∆p0i are selected randomly and evaluate
the corresponding objective function at each position.

• Step2-2: Updateptpbest,i and ptgbest by (33) and (34), respec-
tively. Then, apply update laws (31), (32) for all particles, and
go to Step2-3.

• Step2-3: Evaluate all positionpti by (30). Sett = t+1 and go to
Step2-2 ift < tmax. Else, updateptmax

pbest,i andptmax
gbest . ptmax

gbest is
the designed parameters. For the givenptmax

gbest, ψ
∗,L+ψopt,L is

calculated and the quantization intervaldopt,L is derived using
ψ∗,L + ψopt,L.

mr is a positive integer to give good initial quantizers for the PSO
algorithm. In particular,p0gbest is better initial quantizer ifmr ≥ 1.
The PSO algorithm is simple and it makes no assumption about the
quantizer design problem. It might be obtained a good solution for
the evaluation functionE(p) because we use the quantizers, which
is designed by the iterative algorithm, as the initial particles.

V. NUMERICAL EXAMPLES

The effectiveness of the proposed method is evaluated through
numerical examples. The range ofu is assumed to beU = [−1, 1].
Plant parameters are defined as

P1 =

(
Ap Bp
Cp Dp

)
=

 1.7326 −0.7408 0.5
1 0 0

0.3533 −0.0083 0

 .

P1 is derived by usingP1(s) = (s+20)/(s2+3s+2) with sampling
time ∆t = 0.1. Discrete systemsP2 and P3 are derived by using
P2(s) = 1/(s2 + 3s + 2) and P3(s) = (s − 5)/(s2 + 3s + 2),
respectively.

For the proposed quantizer design algorithm, the parameters are
selected asmr = 1,m = 1000, tmax = 300,Epen = 106, ω0 = 0.9,
ω1 = ω2 = 1 andL = 100. For i = 2, · · · , 1000, initial positions
p0i and velocities∆p0i are selected randomly so that their entries lie
in the range[−1, 1]. In case withP1 and N = 2, the following
quantizer parameters are obtained by the proposed algorithm.

Q =

(
A B
C d

)
=

 0 1 0
0.728 0.160 1

−0.728 −0.937 1.882


ψopt = 0.937 is obtained for the filter parameters{A,B, C}, which
satisfy the conditionN − ψopt > 0. Moreover,E(Q) = 0.757 is
obtained and it is small.
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Fig. 4. (a) Actual (y(k)) and desired outputs (yr(k)) of the control system
(b) Inputu(k) and output signalsv(k) of quantizerQproposed

TABLE I
COMPARISON FOR DESIGN ALGORITHM IN[16]

P1 P2 P3

E(Q) of proposed method withN = 2 0.757 0.0378 0.309

E(Qit) of Ref. [16] with N = 2 3.27 0.246 0.747

E(Q) of proposed method withN = 8 0.316 0.0016 0.0303

E(Qit) of Ref. [16] with N = 8 0.329 0.0552 0.0530

TABLE II
COMPARISON FOR OPTIMAL QUANTIZER[11] WITH P1 AND SOME

QUANTIZATION LEVELS N

N 2 4 8 16

E(Q) of proposed method 0.757 0.1088 0.0316 0.0130

E(Qoq) of Ref. [11] − 0.1116 0.0316 0.0130

Simulation results forQ with

u(k) = 0.3 cos(0.06k) + 0.7 sin(0.13k) ∈ [−1, 1] (35)

are shown in Fig 41. In Fig. 4 (a),yr(k) is the desired output (thin
line) andy(k) is the actual output usingQ (thick line). Both outputs
are similar, suggesting thatQ displays good performance. Fig. 4 (b)
shows the quantizer inputu(k) and outputv(k) usingQ for two
quantization levels.Q satisfies the communication rate constraints.

To show the effectiveness of the proposed algorithm, the quantizer
Qit by iteration algorithm [16] is used as a target for comparison. The
quantizers are designed for eachN andPi and the obtainedE(Q)
values are presented in Table. I. We can find thatE(Q) is smaller
thanE(Qit) for all setsPi andN . In particular, the difference is
larger if N takes smaller value.

Then, the optimal quantizerQoq = {Aoq,Boq, Coq} in [11] acts
as a target for comparison.P1, which is stable minimum-phase
system, is selected as the plant to designQoq. For obtainedQoq,
the resultingψoq value amounts to2.4176, which does not satisfy
the condition for the communication rate (Theorem 1). Therefore, if
a quantization interval is set inQst, some signalsu(k) cannot meet
the range constraints in this quantizer. In Table. II,Qoq andQ are
compared by the valueE(Q) for different numbers of quantization
levels (N = 2, 4, 8, 16). For N = 2, Qoq does not satisfy the
communication rate constraints. WhenN becomes larger, the value
E(Q) close toE(Qoq). For largeN(= 8, 16) almost same quantizer
parameters forQoq are obtained by the proposed design algorithm.

In this study, a method is developed for the design of SISO
dynamic quantizers. This method may easily be extended to MIMO
systems by combining the result in [16] and this paper.

1To confirm whether the signal range constraint is satisfied, we useQst[·]
which have no saturation. If range constraint is not satisfied, the number of
output level in Fig. 4 becomes greater thanN .
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APPENDIX A
ESTIMATION OF ψ USING AN INVARIANT SET ANALYSIS [20]

The controllability pair in (14) is given by((A + BC), B). The
minimization problem ofψ is formulated as follow.

Problem 3: Assume that{A, B, C} are given. Find the following
ψ∗ (> 0 ).

ψ∗ = min
Zd>0,β

ψ (36)

subject to

[
Zd CT
C ψ2

]
≥ 0, (1− β)Zd 0 (A+ BC)TZd

0 βI BTZd
Zd(A+ BC) ZdB Zd

 ≥ 0,

β ∈
[
0, 1− ρ(A+ BC)2

]
.

Note thatZd is the positive definite matrix that characterize the
invariant sets for(A+ BC,B). For fixedA,B, C andβ, Problem3
is regarded as an LMI optimization problem. Therefore, the solution
of Problem3 is accessible by the inner point method ofψ andZd
with the line search aboutβ. As a result, we can getψ∗ by solving
Problem 3. For fixedZd and β, Problem 3 is regarded as another
LMI optimization problem.

The quantization intervald∗ is derived using

d∗ =
umax − umin

N − ψ∗ . (37)

When we setd = d∗ in Qst, the communication rate constraint is
satisfied for anyu(k) ∈ U . Therefore,d∗ is a solution that satisfies
the condition related to permissible number of quantization levels.
In addition, the corresponding center pointc∗ is written asc∗ =
(umin + umax)/2.

The conservativeness ofd∗ exists but it might be small. This
conservativeness may stem from several reasons. First, the obtained
invariant set is larger than the reachable set. Second,ω(k) is not
guaranteed to take an arbitrary value satisfying∥ω∥ ≤ 1. On the
other hand, a smaller estimated reachable set generate a smallerd.

APPENDIX B
DESIGN OF DYNAMIC QUANTIZER PARAMETERS USING AN

INVARIANT SET ANALYSIS [21]

A design method has been proposed for{A, B, C} via invariant
set analysis [17]. A minimization problem with inequality conditions
is defined as follow.

Problem 4: Find parameters{A, B, C}, which minimizeγ.

γ∗ = min
A,B,C,Zp>0,α,γ2

γ (38)

subject to[
Zp C̄T

C̄ γ2

]
≥ 0,

 (1− α)Zp 0 ĀTZp
0 αI B̄TZp
ZpĀ ZpB̄ Zp

 ≥ 0

α ∈
[
0, 1− ρ(Ā)2

]
In Problem4,A,B, C, Zp, α andγ are the design variables, andZp is
the positive definite matrix. WhenProblem4 is solved, the obtained
quantizer{A, B, C} obeys the condition

E(Q) ≤ γ
d

2
. (39)

Because the quantization intervald is fixed in [21], the minimization
of γd/2 is equivalent to minimization ofγ. Whenα and{A, B, C}

are fixed,Problem 4 is regarded as an LMI optimization problem
with a variable matrixZp. Moreover, for fixedα andZp values, it
is considered as another LMI optimization problem.
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